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ABSTRACT

Image retrieval remains a fundamental yet challenging problem in
computer vision. While recent advances in Multimodal Large Lan-
guage Models (MLLMs) have demonstrated strong reasoning capa-
bilities, existing methods typically employ them only for evaluation,
without involving them directly in the ranking process. As a result,
their rich multimodal reasoning abilities remain underutilized, lead-
ing to suboptimal performance. In this paper, we propose a novel
Chain-of-Thought Re-Ranking (CoTRR) method to address this is-
sue. Specifically, we design a listwise ranking prompt that enables
MLLM to directly participate in re-ranking candidate images. This
ranking process is grounded in an image evaluation prompt, which
assesses how well each candidate aligns with user’s query. By al-
lowing MLLM to perform listwise reasoning, our method supports
global comparison, consistent reasoning, and interpretable decision-
making—all of which are essential for accurate image retrieval. To
enable structured and fine-grained analysis, we further introduce a
query deconstruction prompt, which breaks down the original query
into multiple semantic components. Extensive experiments on five
datasets demonstrate the effectiveness of our CoOTRR method, which
achieves state-of-the-art performance across three image retrieval
tasks, including text-to-image retrieval (TIR), composed image re-
trieval (CIR) and chat-based image retrieval (Chat-IR) . Our code is
available at https://github.com/freshfishl5/CoTRR.

Index Terms— Text-to-Image retrieval, composed image re-
trieval, chain-of-thought reasoning, large models.

1. INTRODUCTION

Image retrieval has been a fundamental research problem in com-
puter vision since the 1970s [1l], and it continues to play a crucial
role in applications such as visual search, search engines, and e-
commerce platforms. However, accurately and efficiently retrieving
results that match a user’s input remains challenging, due to the in-
herent ambiguity and limitations in interpreting user input, as well as
the difficulty in aligning the input with the target content—especially
when the modalities differ, as in tasks like TIR and CIR. To address
these challenges, some previous works [2, 3] have explored Chat-IR
systems, which aim to better understand user intent through inter-
active dialogue. Meanwhile, some other approaches [4] 5] focus on
enhancing the accuracy and efficiency of input-target matching by
learning generalized and robust representations, but they typically
require additional training or fine-tuning.

Recently, owing to the rapid development of large language
models (LLMs) and visual language models (MLLMs) and their
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powerful capabilities in language understanding, reasoning, and
processing multimodal information, some works [3} 16} [7, I8} [9] have
leveraged LLMs for image retrieval without requiring additional
training. For CIR, OSrCIR [7] and CoTMR [8] utilize large lan-
guage models to infer the user’s intention through joint analysis of
the image and textual query. By leveraging Chain-of-Thought (CoT)
reasoning [10} [11] to enhance the analysis capabilities of LLM,
these methods significantly improve the accuracy and efficiency
of training-free CIR. However, these methods are limited to either
chat-based image retrieval or composed image retrieval. To address
this limitation, ImageScope [9] proposes a unified framework for
TIR, CIR and Chat-IR tasks. More specifically, it first employs
a vision-language model (VLM) to convert all three tasks into a
standardized text-to-image retrieval process, and then leverages a
large language model (LLM) to verify and evaluate the retrieved
results. However, these methods typically use MLLMs only for
evaluating candidate images after retrieval, without directly involv-
ing them in the re-ranking process. As a consequence, the rich
multimodal reasoning capabilities of MLLMs remain largely under-
utilized, resulting in limited global comparison and a fragmented
decision-making process during re-ranking.

In this paper, we propose a novel chain-of-thought re-ranking
(CoTRR) method to enhance the ranking of target images, which
can be easily and seamlessly applied to text-to-image retrieval, com-
posed image retrieval, and chat-based image retrieval. To this end,
the initial retrieval results are first generated using a retrieval method,
and then CoTRR is employed to re-rank the top-K candidates in one
stage. More specifically, CoTRR introduces a query deconstruction
prompt to thoroughly understand the user’s intention and to reformat
the input into a standardized structure, enabling more effective com-
parison between the user’s input and candidate images. Addition-
ally, an image evaluation paradigm is proposed to evaluate how well
the candidates match with the input. Unlike ImageScope [9] which
evaluates whether a candidate meets multi-granularity requirements
with a simple yes-or-no judgment, our approach is more intuitive
and offers richer, more informative insights for ranking analysis. Fi-
nally, based on the evaluation results, a listwise ranking prompt is
employed to compare these evaluations and generate a new ranking
order for the candidate images. By directly leveraging the MLLM
for ranking based on its evaluation, our approach preserves consis-
tent reasoning and facilitates globally informed ranking decisions,
which are critical for improving retrieval performance. It is also
worth noting that, since our COTRR does not depend on any specific
retrieval method for the initial retrieval results, it can be applied to
a wide range of retrieval tasks. The main contributions of this work
are as follows:

* We propose CoTRR, a novel chain-of-thought re-ranking
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Fig. 1. The overall architecture of our CoTRR.

method that enhances the ranking of target images and is
compatible with various retrieval tasks.

¢ CoTRR introduces a query deconstruction prompt and a
listwise ranking prompt, along with an image evaluation
paradigm, to better understand user intention and to more ef-
fectively evaluate, analyze, and re-rank the retrieved results.

» Experimental results on five datasets demonstrate that our
CoTRR achieves state-of-the-art performance on three re-
trieval tasks. Ablation studies and thorough analyses provide
additional evidence of CoTRR’s effectiveness.

2. METHODOLOGY

Figure [I] presents the overall architecture of the proposed CoTRR
framework. The input query @ can take two forms, depending on the
retrieval task: (1) a text query 2 = Qext, used in TIR and Chat-IR or
(2) a composed input Q = {I., T, }, where I, is a reference image
and 7T, is a manipulation text specifying the intended semantic mod-
ification of the reference image, commonly used in CIR. Given the
query, a retrieval model is first employed to obtain the top-K can-
didate images, denoted as Ceana = {c1,cC2,...,ck}. For TIR and
Chat-IR tasks, we use a Contrastive Language-Image Pre-training
(CLIP) model [12] to extract aligned text and image features, and
compute their cosine similarity to retrieve the top-K candidate im-
ages. For the composed image retrieval task, in order to better cap-
ture the user’s intended semantic modification, we adopt OSrCIR
framework to obtain the initial candidate images. For Chat-IR, we
follow the approach of PlugIR [6] to formulate a text query based on
dialogue history to obtain the initial candidates. These initial candi-
dates are then passed to the proposed CoTRR , which re-ranks them
to produce a more accurate ranking result. The CoTRR consists of
three key components: query deconstruction, image evaluation, and
listwise ranking. Each component is described in detail in the fol-
lowing sections.

2.1. Query Deconstruction
Query deconstruction is designed to transform unstructured textual

descriptions into structured semantic representations, enabling more
accurate and interpretable downstream evaluation and reasoning.

For TIR and Chat-IR, the input query is Qx While CIR takes the
manipulation text 75, and the reference image I,- as the input. Based
on linguistic and contextual cues, each query is decomposed into five
core semantic components: primary subject (e.g., two young men),
activity (e.g., playing basketball), key details (e.g., one defending the
other and attempting to make a basket), environment (e.g., indoor),
and ambiance (e.g., under bright light), denoted as E = {e;} L
This process can be denoted as:

- Deconstruct(Qeext),  for TIR and Chat-IR )
o Deconstruct(Tym, I), for CIR

This structured representation facilitates a more consistent and in-
terpretable comparison with candidate images during the evaluation
and re-ranking stages.

2.2. Image evaluation

The goal of the image evaluation stage is to assess whether each re-
trieved candidate image satisfies the user’s input, specifically the de-
constructed query. To avoid overly stringent or binary judgments that
may lead to inaccurate evaluations, we prompt the language model
to provide a detailed explanation of how well each candidate image
aligns with each individual semantic component e; of the decon-
structed query, rather than directly requesting a simple "yes” or ’no”
response as in ImageScope. Specifically, the model is instructed to
assign an overall qualitative judgment (e.g., “’partial match”, excel-
lent match”) for the entire candidate image, followed by a concise
rationale that explains how well the image aligns with each individ-
ual semantic component. Two representative examples are shown
in Figure[T] Since the feedback provided by this evaluation method
is both structured and fine-grained, it supplies the subsequent re-
ranking module with richer and more accurate information, thereby
facilitating enhancing ranking performance. Formally, given a can-
didate image ¢ € Ccana and the deconstructed query £ = {ei}?zl,
the evaluation output can be defined as:

v = Evaluate(c, F) 2)



Table 1. Comparison results for CIR task on CIRR and CIRCO. We implement OSrCIR with OpenCLIP as backbone for fair comparsion.

CIRR CIRCO
Backbone/VLM Method R@k Rsups @k mAP@k
k=1 k=5 k=10 k=1 k=2 k=3 k=5 k=10 k=25 k=50
CIReVL [13] 23.94 52.51 66.00 60.17 80.05 90.19 14.94 1542 17.00 17.82
CLIP-ViT-B/32 OSrCIR [7] 25.42 54.54 68.19 62.31 80.86 91.13 18.04 19.17 20.94 21.85
OSrCIR[7]] (our impl) 32.63 61.23 74.02 64.34 82.07 91.69 20.56 21.11 23.07 24.01
ImageScope [9] 3843 6627 7696 7593  89.21 94.63 | 2526 2582 27.15 28.11
CoTRR 50.84 72.80 77.83 83.11 93.11 97.33 41.36 41.31 42.61 42.98
CIReVL [13] 24.55 52.31 64.92 59.54 79.88 89.69 18.57 19.01 20.89 21.80
CLIP-ViT-L/14 OSrCIR [7] 29.45 57.68 69.86 62.12 81.92 91.10 23.87 25.33 27.84 28.97
OSrCIR (our impl) [7] 33.49 63.33 75.06 64.34 82.07 91.67 25.19 26.21 28.39 29.38
ImageScope [9] 39.37 67.54 78.05 76.36 89.40 95.21 28.36 29.23 30.81 31.88
CoTRR 50.48 73.69 79.06 83.45 93.25 97.16 45.05 45.22 46.90 47.36
Table 2. Comparsion Results for TIR task on Flickr30K and MSCOCO datasets.
Method Flickr30K MSCOCO Average
R@l R@5 R@I10 ‘ R@l1 R@5 R@I10 ‘ R@l1 R@5 R@I0
CLIP-ViT-B/32 | 66.56 88.16 93.02 | 3945 65.51 75.65 | 53.01 76.83 84.33
ImageScope [9] | 78.84 92.66 95.64 | 51.23 73.32 80.79 | 65.04 8299 88.22
CoTRR 84.68 9472 96.08 | 58.31 77.23 81.77 | 71.50 8597 88.92
CLIP-ViT-L/14 | 7572 9296 96.00 | 4646 71.10 79.78 | 61.09 82.03 87.89
ImageScope [9] | 81.10 94.02 96.82 | 53.73 7596 83.50 | 67.42 8499 90.16
CoTRR 8683 9649 97.57 | 59.92 79.77 84.71 | 73.37 88.13 91.14

where v denotes the textual evaluation result produced by the
MLLM, which includes both the qualitative overall judgment and
component-wise explanation.

2.3. List-wise ranking

With the evaluation results of the top-K candidate images, repre-
sented as ¥V = {v1,v2,..., vk }, we prompt the language model to
review the textual evaluation v; for each candidate and perform a
comparative analysis across all candidates. Based on this compar-
ison, a sorted candidate list Rrop.x containing the top-K images is
generated. For example, candidate image /4 fulfills all deconstructed
components and is thus re-ranked to the first position, as illustrated
in Figure[I] Unlike existing methods [9] [§] in which the MLLM is
used solely for evaluation, our approach leverages the MLLM to per-
form both evaluation and ranking within one stage. This one-stage
process not only simplifies the overall pipeline but also enables the
model to make more globally consistent ranking decisions based on
a holistic understanding of the evaluation results. This final ranking
step is formally represented as:

Rrop-k = Rank(V)

3. EXPERIMENTS

3.1. Datasets and experimental settings

Datasets We evaluate our proposed CoTRR on five datasets across
three tasks: TIR, CIR, and Chat-IR. For TIR, we use the widely
adopted Flickr30K [14]] and MSCOCO [15] datasets, both providing
multiple human-annotated captions per image. For CIR, we adopt
CIRR [16] and CIRCO [17]]; CIRR is the first dataset designed for
CIR despite some false negatives [18]], which CIRCO mitigates by
offering multiple annotated ground truths per query. For Chat-IR, we
use the human-annotated VisDial dataset [[19] and evaluate multi-
round retrieval with Hits@k. Following original benchmarks, Re-
call@k (R@k) is used for Flickr30K, MSCOCO, and CIRR, while

CIRCO is evaluated with mean average precision at k (mAP@k).
Additionally, Recallsupset @k (Rsup @k) is reported for CIRR to mea-
sure the retrieval performance within a subset.

Baselines We compare our CoTRR with a variety of strong base-
lines. As our CoTRR is training-free, we focus on training-free
baselines for fair comparison. (1) For CIR, we compare against
CIReVL [13], OSrCIR [7], and ImageScope [9]]. (2) For TIR, we
compare CoTRR with OpenCLIP [20] and ImageScope [9]] to high-
light its performance improvements. (3)For Chat-IR, We assess the
effectiveness of CoTRR by comparing it with OpenCLIP [20]], Plu-
gIR [6], and ImageScope [9].

Implementation Details The default VLM used in CoTRR is Gem-
ini 2.5-Pro [21]. We also conduct ablation studies using Gemini 2.5-
Flash [21]], GPT-4o [22]), and Qwen-VL-Max [23]. The temperature
is set to O for all API calls, while all other parameters are kept at
their default values. For the CLIP backbone, we employ two vari-
ants from OpenCLIP [20]: ViT-B/32 and ViT-L/14. All experiments
are conducted on a single NVIDIA RTX 3090 GPU. The number of
top-K candidates for re-rank is set to 20 for Flickr30k, MSCOCO
and VisDial, to 15 and 70 for CIRR and CIRCO respectively, to 3
for CIRR subset

3.2. Performance Evaluation

Composed image retrieval Table [T] shows quantitative compari-
son results on CIRR and CIRCO test set. As shown, our COTRR
achieves the state-of-the-art performance compared to the baselines
on both CIRR and CIRCO datasets using different CLIP-based
VIiT variants as backbone. With ViT-B/32, CoTRR surpasses Im-
ageScope with absolute improvements of 12.41% in R@1 and 6.53%
in R@5 on the CIRR dataset, and 16.10% in mAP@5 and 15.49%
in mAP@10 on the CIRCO dataset. This demonstrates the effective-
ness of CoTRR in enhancing retrieval performance via re-ranking,
especially with significant gains in R@1.

Text-to-image retrieval and chat-based image retrieval Table [2]
presents the performance of CoTRR compared to the original CLIP
and ImageScope on the Flickr30K and MSCOCO datasets. It can be



Query OSRCIR

Reference image

Modification text:
| Remove the blinds
and add a black
and white floor

Modification text:
Add two people in
the boat wearing
baseball caps

Our CoTRR

| Evaluation: This is an excellent match.
It preserves the three large, arched
windows. It perfectly executes both
modifications: the windows are clear
glass with no blinds, and the floor is a
striking black and white striped pattern.

Evaluation: This image shows a
formal dining room. It fails on both
modifications. The window has a
shade, and the floor is wood covered
by a rug. The style and architecture are
also very different from the reference.

Evaluation: This image shows a blue
canoe with two men in it, paddling in
moving water. It perfectly implements
gl both modifications: exactly two people
in the boat, and both are clearly
wearing baseball caps.

Evaluation: This image shows an
empty kayak on a shoreline. It is
similar in type to the reference but
~ completely fails to implement the
| requested modifications

Fig. 2. A qualitative comparison between OSRCIR (our baseline) and CoTRR demonstrates that our method effectively re-ranks the ground-

truth image to a correct position, addressing the failure in OSRCIR.

VisDial (Hits@10) CLIP-ViT-B/32 VisDial (Hits@10) CLIP-ViT-L/14

# Rounds
—e— Zero-shot CLIP

# Rounds

—&— PluglR ImageScope —4— CoTRR

Fig. 3. Performance of Chat-IR on VisDial compared with
Zero-shot CLIP [20], PlugIR [6]], and ImageScope [9].

observed that our CoTRR outperforms both CLIP and ImageScope
across the R@1, R@5, and R@ 10 metrics. This shows the effective-
ness of our COTRR on text-to-image retrieval. Figure 3] presents the
comparative results for Chat-IR among our COTRR, OpenCLIP [20],
PlugIR [6]], and ImageScope [9]]. It can be observed that COTRR
consistently outperforms the other methods across multiple dialogue
rounds, using different CLIP-based ViT variants for retrieval. For in-
stance, compared to ImageScope [9], our method achieves a 10.56%
improvement in the first round and a 6.83% improvement in the fifth
round when using ViT-L/14.

3.3. Ablation Study

We first investigate the contribution of each component in our
CoTRR, including the List-wise Ranking (R), Deconstruction (D),
and Image Evaluation (E) modules. We then analyze the influence
of the different MLLMs on retrieval performance.

Effect of each component in CoTRR As shown in Table 3] apply-
ing the ranking module alone (model ’2’) brings a substantial im-
provement over the baseline (model *1°), raising R@1 from 32.63 to
47.11. This highlights the effectiveness and importance of the direct
re-ranking process in reassessing the initial candidates based on how
well they satisfy the user’s input. Adding the deconstruction mod-
ule (model ’3’) further enhances performance to 50.07 in terms of
R@1, indicating that decomposing complex queries into structured
sub-components benefits the comparison and ranking process. Simi-
larly, combining R and E (model ’4’) also improves R@5 from 70.15
to 70.63, though slightly less than R+D. The full model with all three
components (model ’5”) achieves the best performance, reaching
50.84 in R@1 and 72.80 in R@5, demonstrating that the three mod-

Table 3. Ablation study on CIRR evaluating the contribution of
CoTRR components and the effect of different MLLMs on retrieval
performance.

CIRR

Method R@I R@5 R@I0
Significance of each component in CoTRR

1. Baseline 32.63 6123 74.02
2. with Only R 47.11  70.15 77.06
3. with R+D 50.07 7125 77.25
4. with R+E 47.11  70.63 77.16
5. with R+D+E 50.84 72.80 77.83
Performance of our full model with different MLLMs
Gemini2.5 pro 50.84 72.80 77.83
6. Gemini2.5 flash [21]] 4875 7142 7735
7. Qwen-VL-Max 49.52 71.59 77.54
8. GPT-40 [22] 47.83 70.01 76.70

ules work complementarily to enhance retrieval performance. Fig-
ure [2] shows a qualitative comparison between OSRCIR (our base-
line) and our CoTRR. It can be seen that incorrect candidate rankings
in OSRCIR are corrected by our CoTRR.

Effect of different MLLMs We further examine the effect of dif-
ferent MLLMs on CoTRR’s performance by keeping the prompts
fixed and varying only the underlying MLLM. As shown in Table 3]
Gemini 2.5 Pro yields the best performance, 50.84 in terms of R@1.
Qwen-VL-Max also performs competitively with 49.52, slightly out-
performing Gemini 2.5 Flash (48.75) and GPT-40 (47.83). These
results suggest that our CoTRR is robust across different MLLMs,
and larger or more instruction-aligned MLLMs tend to provide bet-
ter grounding and evaluation capabilities, which are critical for our
re-ranking process.

4. CONCLUSION

In this paper, we introduced CoTRR, a novel chain-of-thought re-
ranking method to enhance image ranking across various retrieval
tasks. Specifically, COTRR employs a query deconstruction prompt
to thoroughly understand a user’s intention and reformat the input
into a standardized structure, an intuitive image evaluation paradigm
for detailed candidate assessment, and a listwise ranking prompt to
enable more effective comparison between the user’s input and can-
didate image. Experimental results on five datasets demonstrate that
our CoTRR achieves state-of-the-art performance on three retrieval
tasks. Ablation study also demonstrates the effectiveness of CoOTRR.
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